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The TEAM CU05 Study main research question

Can we use AI tools to build or recreate archival aggregations and metadata schemas for them?
In environments, documents are neither classified nor aggregated. In other cases, aggregations of documents 
are not well created, resulting in an uncontrolled number of documents that are not sorted, not placed in the 
correct folder and difficult to find.

In many cases metadata - necessary to ensure the reliability, trustworthiness, quality and sustainability of 
appraisal and acquisition - are missing. These problems are particularly serious with regard to email 
management.

Despite progress on various technologies to support document management, software support for those 
activities remains limited.

Which AI technologies could be useful for this purpose for the automatic or semi-automatic management of 
documents, for example:

• for automatic classification?

• for aggregating the records?

• for filtering and aggregating emails?

• for integrating metadata for describing the creation context and use?

• for automatic appraisal and disposal?



Identification of AI companies

Identification of an initial group of 300 companies of interest to the study: that group was neither 
exhaustive nor definitive, but a starting point.

Tools for building the list:

• direct Internet searches using keywords and text strings;

• resources and knowledge made available by professionals
(Alan Pelz-Sharpe, Andrew Warland, James Lappin, Jenny Bunn and Paul Young)

The group was later limited to 100 companies on the basis of:

• statements where the AI company declares interest for document management;

• expressions of interest for any aspect of archives and records management

Finally, from the initial list Team CU05 selected a list of 28 companies on the basis of:

• their portfolio

• their direct involvement in the record field

• their compliance with regulatory frameworks and standards relevant to the domain

• the general reputation of the company.



Companies that replied to the survey

Iron Mountain (USA)
Bis (USA)

Castelpoint Systems 
(Australia)
RecordPoint (Australia)

Cortical.io (Austria)
Read-Coop (Austria)

expert.ai (Italia)
Quest-it (Italia)

Collabware (Canada)

Grupo Adapting 
(Spain) Bizamica (India)

Aluma (UK)

Anzyz Technologies 
AS (Norway)

13 companies replied:



What services are delivered

They may be grouped in 5 categories:

• Automatic indexation / classification - this seems to be by far the most advertised function;

• Automatic data extraction - when papers are considered, often at the same time as a document 
is being scanned;

• Intelligent processing - i.e. the application starts and advances processes automatically on the 
basis of features detected on the document, e.g. route documents to specific people or 
implements retention schedules;

• Intelligent discovery – information retrieval by e.g. comparing documents or analyzing concepts;

• Automatic redaction (relating to data protection)



Questionnaire and interviews

achievements

specific capabilities (for 
recordkeeping and email 
systems)

audit-checks - key 
performance indicators

I SECTION

II SECTION

III SECTION technologies and methods 
used in the AI applications

IV SECTION

In order to gather more precise information, 
we prepared a questionnaire containing 25 
questions divided into four sections and 
aimed at collecting systematically the 
information for an adequate assessment of 
the applications 

The questionnaire was explained orally 
during a preliminary meeting with 
information management staff and software 
engineers. 

Subsequently, the companies filled out the 
questionnaire available on Google Forms



Survey outcome from the archival perspective (1/4)

Automatic classification (yes: 10 – no: 3)
• analysis of metadata elements available both in the records and aggregations (case-folder specifications)

• identification of document type
• in case the available metadata should prove to be insufficient for classification, then classification is based on 

the record content
• generation of labels and tags belonging to any record classification scheme (taxonomy or term ontology)
Filing / Aggregation (yes: 10 – no: 3)
• by document type
• by considering the original structure of the content source

• generation of labels and tags from any record classification scheme, based on the record content
Inferences on records grouping (yes: 9 – no: 4)
• based on content and/or context
• if there is metadata to represent those processes (e.g. a case file number)
Inference on organisation or person (yes: 7 – no: 6)
• If the involved entities are stated in the content of the document
Re-establish the archival bond of unarranged records (yes: 5 – no: 8)
• extraction of data from records content or from metadata
Indexing to create links, aggregations (yes: 6 – no: 7)
• difficult task if contextual data is lost 7



Survey outcome from the archival perspective (2/4)

• The role of any metadata fields found or inferred is always at the center of any reply. 

• The records typology – when available – is often considered another crucial component for the 
successful application of the AI techniques to the records. 

• In terms of records classification, only one company said its platform can be trained by the 
users thanks to a specific set of data for generating autonomously labels and tags related to any 
record classification scheme understood as based on taxonomy or term ontology. 

• In the other cases the human intermediation is considered not replaceable for providing 
consistent results. 

• In terms of records aggregation or re-aggregation, the promises for automatization are not very 
encouraging, as this possibility is confirmed to be limited to very specific cases such as
✔ defining records types, when the users’ specifications are already in place, or
✔ establishing functional relations among records  when the original structure of the content 

source already provides basic intelligent information. 

• The automatic or semi-automatic aggregation based on the document content is only suggested 
and is usually supported by user validation, of human-in-the-loop workflow or rules available 
at the creation 
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Survey outcome from the archival perspective (3/4)

As to provenance, it seems not to be easily recognizable by 

AI solutions when based on inferences and without very 

specific requirements such as 

• the identification of the right case-folder, 

• the presence of a stamp, a statement clearly 

expressed in the record, 

• specific metadata and/or classification elements.

Also the reconstitution of the archival bond – when lost or 

not explicitly defined – is recognized as a complex activity, 

without the significant help of users and/or consistent 

descriptive information available and, in any case, it implies 

more investments, not yet supported by the market
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Survey outcome from the archival perspective (4/4)
• What has been found out testifies that the complexity of archival functions cannot be 

easily reduced and removed by an automatic approach, but only supported by the AI 
technologies through the intermediation by users and professionals.

• The terminology is a crucial challenge. 

• As a consequence, when interacting with market players involved in the implementation 
of AI platforms, the archival community must pay a lot of attention 

• to clarify their concepts behind general terms such aggregation and classification 
and 

• to correctly interpret AI expression such, “Intelligent Document Processing” which, 
usually, has nothing to do with document, with its processing and, at the end, with 
archival intelligence.

• Our research is only at its first phase but we have already recognized that we can and 
must accept the challenges without being intimidated: 

• by the pressure of top management asking for archival miracles based on new 
disruptives technologies; 

• by AI market players promises which have to be carefullly checked;
• by the complexity of AI technologies, because the solutions they offer imply more 

than in the past our knowledge and experience
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Case Study 1 – NATO (1/7)

• NATO Archives was established in 1999 and is based in Bruxelles; its main scope is the public 
disclosure of Alliance records older than 30 years. It mostly keeps documents of the North 
Atlantic Council and its sub-committees, the Military Committee and its working groups. 
Committees are created to address specific topics before reporting back to the North Atlantic 
Council.

• The fonds/series structure reflects the committee structure and it is arranged based on the 
reporting chain within the organization and chronologically. Records are referenced by an 
alphanumeric string as per the following slides

• NATO Archives has made available for the case studies a large series of declassified 
Committee records from the Fifties to the Nineties. The Committee records are all scanned 
and OCRed in PDF formats. 

• The company providing the technology for the case study is RecordPoint, from Australia.  
RecordPoint made available for the study its platform called Records365. Records365 is an 
in-place records management platform that can ingest data from any digital content source
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Case Study 1 – NATO (2/7)

• Records365 classifies records to determine their lifetime and will dispose them when 
disposal is due. Automated classification follows two approaches: 1) expert system 
(rules-based) classification that uses record metadata, and 2) machine learning classification, 
based on record text. In Records365 Machine learning processes use a supervised learning 
strategy. 

• Records365 can also use machine learning to categorize records in a way that matches a 
given classification taxonomy, and is able to enrich records by extracting PI, named entities, 
and other signals from text and metadata content.

Case-study proposed deliverables

2. The application is able to aggregate the digitised documents according to clusters, such as 
for example series/creators/topics-objects/identifier/signatories …

3. The application is able to capture additional metadata, i.e. signatories, the original 
security classification of the document, the public disclosure notice, agenda items

4. The application performs text summarization on selected items and/or series of 
documents

5. The application can flag items that are not NATO documents (e.g., national documents)

6. The application proposes the semantic tagging of the given collection according to 
controlled vocabulary/ontologies including events/places/people 12



Case Study 1 – NATO (3/7)

Deliverable #1 (The application is able to aggregate the digitised documents according 
to clusters, such as for example series/creators/topics-objects/identifier/signatories) - 
some contextual information to assess it:

• A minimum of 50 sample documents classified by the relevant ontologies to be able 
to perform automatic classification using AI/ML. This is necessary to building a 
machine learning model in the system

• The series to train the model are chosen based on how many records were available 
in each of them

• The top 18 categories were chosen based on how recent they are and on file size

• Ca 14000 records ingested into the platform so far

• Access to the platform to review the results has been provided to InterPARES 
member
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Case Study 1 – NATO (4/7)
Some observations on Deliverable #1:

• Providing traditional records management toolkits such as ontologies, filing plans, taxonomies is a 
pre-requisite. Limitations on the archives side, as some materials not disclosed to the public.

• 14000 records used so far out of a potential number of 300000. The creation of zipped packages of 
records is a very manual and lengthy process that archivists had to face

• The testing of the platform is limited to the chronological series of Committee documents, because 
in this case the archives could  provide 50 instances of each kind of record

• NATO also holds curated collections on specific themes/topics. These collections are made of records 
from different series and originators. It hasn’t been possible to start with the testing on these files, 
because there were not enough instances of the same kind of record to train the algorithm, so the 
minimum requirements were not met 

• RecordPoint currently supports English only for its AI/ML Classification. Half of NATO records’ corpus 
is in French. It worked quite fine also for French records

• Metadata enrichment. So far PII (Personal identifiers information) has been proposed by the 
platform, but it resulted in many false positives. Review is needed
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Case Study 1 – NATO (5/7)
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Case Study 1 – NATO (6/7)
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Case Study 1 – NATO (7/7)
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Case Study 2 – CISU (1/4)
• CISU stands for Centro Italiano Studi Ufologici 

(Italian Center for UFO Studies).

• Largest archives concerning UFO sightings and UFO 
studies in Italy; second largest one in Europe (after 
AFU - Archives for the Unexplained - in Sweden).

• CISU has made available for the case studies its 
large series of news clippings from the Fifties of the 
20th Century to date (ca. 70,000 – 80,000 
documents). The news clippings are scanned 
images of paper news clippings (mostly .PDF and 
.TIFF formats). 

• The company providing the technology for the case 
study is Anzyz, from Grimstad, Norway. 18



Case Study 2 – CISU (2/4)
• Anzyz has made available its platform Corpus Cube 

Linguistics (CCL™), based on unsupervised learning. 

• To carry out the case study, Anzyz has initially parsed 
the news clippings by OCR by using another application 
not related to CCL™ and not based on AI.

• The signature feature of CCL™ is its capability to 
analyze the unstructured contents of the documents 
fed to it and then build indexes and proposals of 
categorisation which then humans can assess and 
correct by providing the platform with relevant 
feedback.

• In order to enable Anzyz's platform to show fully its 
affordances, it is necessary to supply it with a very large 
body of documents, ideally at least 100,000 documents, 
as the more numerous the documents fed to the 
platform are, the more effective the platform may 
become (because of the size of the training ground).
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Case Study 2 – CISU (3/4)
Some of the first outcomes of the case study:

• Corpus Cube Linguistics (CCL™) can create indexes of elements such as dates and names of people 
and places

• It identifies names using concepts as well as personal identifiable information elements.

• By its very design, however, CCL™ is not able to leverage on finding aids and lists prepared by 
humans - it carries out this job by analysing the documents and data and creating conceptual graphs 
on its own.

• CCL™ follows the same strategy when it groups and categorises documents; therefore, when a 
researcher from CISU provided Anzyz with a list he himself had created by dividing into 6 categories 
ca. 3,000 news clippings, Anzyz replied the list was good only as a benchmark for humans, to check 
the job done by CCL™.

20



Case Study 2 – CISU (4/4)
• CCL™, therefore, is not able to benefit much from already available finding aids and reference information; 

that might mean it is effective mainly in situations where the reconstruction of the archival bond and the 
identification of the metadata elements are to start from scratch (when actually an application that can try 
and guess connections among concepts and contents might come in handy).

• Likewise, because of its very design and purposes, CCL™ seems to be unable to analyse recurring patterns 
of extrinsic elements of the documentary form: e.g. cannot examine the structure of textual labels - 
appended some decades ago to the paper news clippings and featuring a recurring sequence of elements - 
and identify the first and last line of the labels, where pieces of information important for CISU are 
contained.
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Thank you!

Any comments are welcome!


