
Archive-GPT Mode: Revolutionizing Research 

El Moatez Billah Nagoudi, Alcides Alcoba Inciarte,  Abdul-Mageed Muhammad

Deep Learning & Natural Language Processing Lab
 University of British Columbia  

Hawaii Feb. 23, 2024

 moatez.nagoudi@ubc.ca

https://ca.linkedin.com/in/alcides-alcoba


Agenda

1. Introduction

2. What are Hallucinations?

3. Retrieval Augmented Generation

4. Application on the Archive Domain 

0
1

Agenda 1
This slide is an editable 
slide with all your 
needs.0

2

Agenda 2
This slide is an editable 
slide with all your 
needs.0

3

Agenda 3
This slide is an editable 
slide with all your 
needs.0

4

Agenda 4
This slide is an editable 
slide with all your 
needs.



Large Language Models
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● LLMs are ML models trained to generate text.

● Trained with a dataset that provides it with knowledge.

● Determining what knowledge the model retains is challenging.

● When generating text, the model cannot guarantee accuracy.



What are Hallucinations in LLMs
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“Hallucination” refers to a phenomenon where the model generates text that is 
incorrect, incoherent, or not real. Since LLMs are not databases or search engines, 
they would not cite where their response is based on. These models create text by 
building on the prompt you give them. 

 Hallucinations 

Source: Maximizing Productivity with ChatGPT (Book)



Hallucinations Examples 
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Source: Metz, Cade (10 December 2022). "The New Chatbots Could Change the World. Can You Trust Them?". The New York Times. Retrieved 30 
December 2022.

● ChatGPT summarizing a non-existent New York Times article based on a fake URL.

https://www.nytimes.com/2022/12/10/technology/ai-chat-bot-chatgpt.html
https://en.wikipedia.org/wiki/ChatGPT
https://en.wikipedia.org/wiki/The_New_York_Times
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Source: The Harvard Gazette

● Seeking medical advice from ChatGPT?

● Think again. 

● In 33% of cases, AI chatbots  provided 

medically inappropriate 

recommendations

https://news.harvard.edu/gazette/story/2023/08/need-cancer-treatment-advice-forget-chatgpt/?utm_source=SilverpopMailing&utm_medium=email&utm_campaign=Daily%20Gazette%2020230830%20(1)


Why LLMs Hallucinate?

Current LLMs suffer from several drawbacks:

1. They are static - LLMs are “frozen in time”
 

2. They lack domain-specific knowledge 

3. They function as “black boxes”
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Types of Hallucinations ?
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1. Sentence Contradiction

2. Prompt Contradiction

3. Factual Contradiction

4. Unrelated Illogical Responses

5. Random LLM Hallucinations
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Sentence Contradiction: This occurs when a language model generates a 
statement that directly contradicts another statement within the same response.
Example:

● Statement 1: The human body has over 500 bones.
● Statement 2: MRI shows that John is a very healthy guy and his body has 206 bones.

Prompt Contradiction: This type of hallucination happens when the output contradicts 
the information or instructions provided in the prompt.
Example:

● Prompt: "Give five reasons why water is important."
● Output: "Humans don't need water to survive."



Types of Hallucinations ?
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Factual Contradiction: This involves the generation of content that is
 factually incorrect or misrepresents established facts.

Example:

● Output: "Lionel Messi is a Brazilian soccer player."

Unrelated Illogical Responses: This refers to responses that make no logical sense or 
are completely irrelevant to the prompt.

Example:

● Prompt: "What is 2+2?"
● Output: "Apples are great for building houses."



Types of Hallucinations ?
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Random LLM Hallucinations: These are unpredictable and often bizarre statements or 
narratives that have no basis in the prompt or reality, showing a breakdown in the model's 
coherence.

Example:

● Output: "This morning, my book decided to 
go for a swim because it was too hot in the 
library."



Solution: Retrieval Augmented Generation (RAG)  

0
1

Agenda 1
This slide is an editable 
slide with all your 
needs.0

2

Agenda 2
This slide is an editable 
slide with all your 
needs.0

3

Agenda 3
This slide is an editable 
slide with all your 
needs.0

4

Agenda 4
This slide is an editable 
slide with all your 
needs.

Source: Image generated using GPT4

https://news.harvard.edu/gazette/story/2023/08/need-cancer-treatment-advice-forget-chatgpt/?utm_source=SilverpopMailing&utm_medium=email&utm_campaign=Daily%20Gazette%2020230830%20(1)


Retrieval Augmented Generation (RAG)
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A system that provides the most relevant and contextually-important 
proprietary, private or dynamic data to  the LLM when it is performing tasks 
to enhance its accuracy and performance.

  What is RAG? 



LLM with simple prompt (without RAG)
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LLM with simple prompt

Example: 

Gpt-4-0613 only 
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Source: https://cobusgreyling.medium.com/retrieval-augmented-generation-rag-safeguards-against-llm-hallucination-2d24639aff65



LLM + RAG 
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LLM + RAG 
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LLM with RAG 

Example: 

Gpt-4-0613 + RAG
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Source: https://cobusgreyling.medium.com/retrieval-augmented-generation-rag-safeguards-against-llm-hallucination-2d24639aff65



Application: Archive Domain
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Archive Data



 Demo
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Hallucinations



Examples 
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