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Pressing Problems
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LLMs
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Massively Multilingual Models
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Sparrow

[To appear at EMNLP 2023]
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Multilingual Sociopragmatic Tasks

[Zhang, C., Doan, K. D., Liao, Q., & Abdul-Mageed, M. (To appear at EMNLP, 2023). The Skipped Beat: A Study
of Sociopragmatic Understanding in LLMs for 64 Languages.]
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Sparrow in Comparison
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Multilingual Sociopragmatics of ChatGPT

Muhammad Abdul-Mageed The University of British Columbia Twitter: @mageedNew from the Lab October 28, 2023 8 / 13



Prompts
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Zero-Shot Across Tasks

Muhammad Abdul-Mageed The University of British Columbia Twitter: @mageedNew from the Lab October 28, 2023 10 / 13



Language-Wise Performance
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Language-Wise Performance: More Detailed
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What to Align to?

[Modified from Askell et. al., 2021]
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Social Psychology
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Social Psychology Contd.
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How to Align? Collect comparison data & train reward model (RM)

[Ouyang et al., 2022]
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Instruction Finetuning

[Askell et. al., 2021]
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Instruction Finetuning

[Ouyang et al., 2022]
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The Alignment Problem
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What to Align to?

[Modified from Askell et. al., 2021]
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Social Psychology
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Social Psychology Contd.
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How to Align? Collect comparison data & train reward model (RM)

[Ouyang et al., 2022]
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Optimize a policy against RM using RL

[Ouyang et al., 2022]
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Reinforcement Learning

An RL agent interacts with its environment in discrete time steps. At each time t, the agent receives the current
state st and reward rt . It then chooses an action at , which is subsequently sent to the environment. The environment
moves to a new state st+1 and the reward rt+1 associated with the transition (st , at , st+1) is determined. The goal
of an RL agent is to learn a policy π which maximizes the expected cumulative reward. [Source: Wikipedia]

Muhammad Abdul-Mageed The University of British Columbia & MBZUAI Twitter: @mageedOn Generative AI October 27, 2023 26 / 53



RLHF

Used to adapt models to difficult-to-specify goals
Allows models to go beyond distribution of the data s.t.
their outputs are rated highly by human evaluators
OpenAI GPT-4 (OpenAI, 2023), Anthropic
Claude (Anthropic, 2023), and Goggle Bard
(Google, 2023) employ it
[Casper et. al., 2023]
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Framework for RLHF (Casper et. al., 2023)

Pretrain an initial model πθ which generates a distribution of
examples
Collect human feedback from a human H with desires consistent
with some reward function rH. A feedback function f maps example
xi and random noise εi to feedback yi . Data collection modeled as:

xi ∼ πθ, yi = f (H, xi , εi ). (1)

Fit reward model r̂φ using the provided feedback to approximate
evaluations from H as closely as possible. Given a dataset of examples
and preferences D = {(xi , yi )i=1,...,n}, the parameters φ are trained to
minimize

L(D,φ) =
n!

i=1

ℓ(r̂φ(xi ), yi ) + λr (φ), (2)

where ℓ is a suitable loss function and λr is some regularizer.
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Framework for RLHF Contd.

Optimize policy with RL. Use reward model r̂φ to finetune the base
model using RL. The new parameters θnew of π are trained to
maximize

R(θnew) = Ex∼πθnew
[r̂φ(x) + λp(θ, θnew, x)] , (3)

where λp is some regularizer such as a divergence-based penalty
between two distributions.
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Three Ingredients of RLHF
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Full Model

[https://huggingface.co/blog/rlhf]
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Challenges with Obtaining Human Feedback

Selecting representative humans. demographics vary: OpenAI
reports ∼ 50% Filipino and Bangladeshi and ∼ 25 − 34 year olds.
Anthropic reports ∼ 68% white populations.
Researcher bias. OpenAI (Ouyang et al., 2022) selection to agree
with researcher judgements
Good oversight is challenging. evaluators with malicious intentions,
unethical views, can poison data
Task difficulty. some tasks are challenging cognitively, or need
experts
Human vulnerabilities. e.g., models that sound confident can
mislead or gaslight humans
[Casper et. al., 2023]
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Issues with models finetuned with RLHF

Can reveal sensitive, private information (e.g.,
Li et al., 2023)
Hallucinate untrue content (Ji et al., 2023;
OpenAI, 2023)
Spread bias that favor specific political
ideologies (Santurkar et al., 2023)
Exhibit sycophantic responses (Perez et al., 2022)
Not robust to jailbreaking nor prompt
injection/extraction (Willison, 2023; Albert, 2023)
[Casper et. al., 2023]
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Evaluation Issues

Discrepancy between evaluation data and
deployment distribution
Inherent cost/quality tradeoff. small sample sizes
an issue. Solutions include collecting diverse and
adversarial samples, and samples where model is
uncertain
[Casper et. al., 2023]
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Efficiency | Contrastive Learning (CL) | Data Efficient Representations

[Zhang, C., Abdul-Mageed, M, & Jawahar, G. (Findings of ACL 2023). Contrastive Learning of Sociopragmatic
Meaning in Social Media.]
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Efficiency | AutoMoE

[Ganesh Jawahar, Subhabrata Mukherjee, Xiaodong Liu, Young Jin Kim, Muhammad Abdul-Mageed, Laks
Lakshmanan, V.S., Ahmed Hassan Awadallah, Sebastien Bubeck, Jianfeng Gao. (Findings of ACL, 2023).
AutoMoE: Heterogeneous Mixture-of-Experts with Adaptive Computation for Efficient Neural Machine Translation.]
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LLM for Architecture Search
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Massive Multilinguality & LLMs
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Multilingual Sociopragmatics of ChatGPT Contd.

[Zhang, C., Doan, K. D., Liao, Q., & Abdul-Mageed, M. (To appear at EMNLP, 2023). The Skipped Beat: A Study
of Sociopragmatic Understanding in LLMs for 64 Languages.]
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Multilingual Sociopragmatics of ChatGPT Contd.
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Language ID of ChatGPT

[Wei-Rui, C., Adebara, I., Doan, K. D., Liao, Q., & Abdul-Mageed, M. (In Progress).]
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ChatGPT on Arabic NLP
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ChatGPT and Bard on MT of Arabic
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As an Aside | Benchmarking Arabi NLU
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ORCA Leaderboard
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Dolphin Benchmark
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Inclusive AI: The State & Fate of African Langs

[Joshi, et al., 2020]
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The Left-Behinds | Afrocentric NLP

[Adebara, I. & Abdul-Mageed, M. (ACL, 2022). Towards Afrocentric NLP.]
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[EMNLP, 2022]
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Left-Behinds Across Modalities
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Vision-Language
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