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Pressing Problems
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Massively Multilingual Models
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The Skipped Beat:
A Study of Sociopragmatic Understanding in LLMs for 64 Languages
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Abstract

Instruction tuned large language models
(LLMs), such as ChatGPT, demonstrate re-
markable performance in a wide range of
tasks. Despite numerous recent studies that
examine the performance of instruction-tuned
LLMs on various NLP benchmarks, there re-
mains a lack of comprehensive investigation
into their ability to understand cross-lingual
sociopragmatic meaning (SM), i.e., meaning
embedded within social and interactive con-
texts. This deficiency arises partly from SM
not being adequately represented in any of
the existing benchmarks. To address this gap,
we present SPARROW, an extensive multi-
lingual benchmark specifically designed for
SM understanding. SPARROW comprises
169 datasets covering 13 task types across
six primary categories (e.g., anti-social lan-

[To appear at EMNLP 2023]
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Figure 1: Comparison of SM benchmarks with leader-
boards. The bubble size indicates the number of
datasets. Previous works: TweetEval (Barbieri et al.,
2020), UMSAB (Barbieri et al., 2022), Nusax (Winata
et al, 2022), UTCC (Risch et al., 2021), Nai-
jaSenti (Muhammad et al., 2022), AfriSenti (Muham-
mad et al., 2023a), SentiEval (Zhang et al., 2023b).

wide range of tasks (Xue et al., 2021; Scao
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Multilingual Sociopragmatic Tasks

Tasks Dataset Lang. LF  Scr
Aggressive 1 1 1 1
Dangerous 1 1 1 1

2 Hate 16 nm 6 5
_g Offense 7 6 3 3
s  H/O-Group 3 3 2 3
< H/O-Target 8 8 4 7
" Antisocial ~ ~ 36 7 20 77 10
Emotion 26 17 7 5
Humor 4 4 1 2
g  Irony 9 7 3 3
& Sarcasm 10 4 3 3
2 Irony-Type 1 1 1 1
E- Irony&Sarcasm =~ ~ 20 =~ 8 ~ 37~ 3~
Sentiment 77 58 10 15
Subjectivity 6 5 2 2
~SPARROW 169 6+ 12 16

[Zhang, C., Doan, K. D., Liao, Q., & Abdul-Mageed, M. (To appear at EMNLP, 2023). The Skipped Beat: A Study
of Sociopragmatic Understanding in LLMs for 64 Languages.]
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Sparrow in Comparison

Studies Lang. Tasks SM Tasks Dataset Models LeaderBrd
Zhong et al. (2023)  en 5 1 8 5 X
Qin et al. (2023) en 7 1 20 29 X
Ahujaetal. (2023) 70 10 3 16 11 X
Laskar et al. (2023) 12 12 2 140 27 X
Bang et al. (2023) 8 8 1 23 3 X
Lai et al. (2023) 37 7 0 8 7 X
Das et al. (2023) 11 2 2 2 1 X
Wang et al. (2023)  en 5 5 18 3 X
Zhangetal. (2023b) en 13 13 26 5 v
Ziemsetal. (2023) en 24 18 24 13 X
Ours 64 13 13 169 14 v/
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Multilingual Sociopragmatics of ChatGPT
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Prompts

Subj-spag,, Sent-amhyy,,

Incredibile a firenze! Se mio
- . nCAZ7TFT1
padre fosse stato in casa AENRTIE UL ATT 16N

sarebbe morto d infarto! 2
#FiorentinaJuve #SkySerieA
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Question: Is this

s No%Y A2 7,
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subjective? z!;ﬂn"_hW1 +® \ UN
Answer: :

@ (b)

Hate-ara,,
Asas o Sale 5,945 dapna o5 Liblin Sy a9

P P

s i T4 iy
Question: Is the language of this text hateful or
not?
You answer this question by selecting only one of
the following options: {hateful, not}
You do not need to provide any explanation. Even
if you are uncertain, you must pick one of the
options without using any other words.
Answer:

()

Emot-zhoy .,

SKERET
Hil B & T

A /r('fldk‘h‘y
i Xf LM B4

i

XA EAERAL 22

TP R T2 — I FH: (S,
WA, PR, b, DD
SRGROAERRTE. DEAATE, Wam
& 'I‘*ﬁ‘l&;’ﬁ Fﬁfiﬁlfﬂlﬁmﬂ

@

Figure 2: Examples of prompts used for zero-shot evaluation with Im-evaluation-harness ( yellow ) and
ChatGPT ( green ). We use an English prompt (Figures a, ¢) and machine translated the prompt in the correspond-
ing language (Figures b, d), repectively. The prompts construct each task as question-and-answer tasks. The actual
input sample is in blue, and the label options are in red.
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Zero-Shot Across Tasks

Rand. Finetuning Zero-shot

BMZ BMZ BM mT0 CG
Tasks —_ mB. X-R Ber. InfoD BM BMZ (MT) P3 Bac mT5 mTo0 MT) LLa. Alp. Vic. CG

110M 270M 270M 270M 7B 7B B 7B 7B 4B 4B 4B 7B 7B 7B 175B 175B

Aggressive  43.14 | 7271 74.64 7545 7396 51.06 1582 15.82 1872 16.37,53.67 15.82 22.00,18.31 4929 25.07,63.53 54.36
Dangerours  42.06 | 62.36 63.57 67.13 65.23 [ 46.87 46.87 50.84 46.87 46.87 149.31 46.87 46.87 146.87 4687 46.87137.93 33.68

E Hute 43.62 | 72.97 7437 7676 7585 |39.83 39.44 37.76 38.52 42.23123.29 37.33 39.0537.80 4431 41.59 |66.06 58.74
£ Offense 39.48 | 77.53 75.88 7845 78.88 |41.06 40.42 2028 3859 40.43 12499 39.90 21.1139.85 1682 48.70|67.31 52.70
E H/O-Group 14.82 | 46.18 4239 5115 50.24 | 13.63 1726 14.23 2123 1481 7.02 1625 17.01 1235 1413 9.26 | 39.66 26.74
< H/O-Target 2039 | 53.16 57.67 60.96 60.79 | 1873 19.03 18.74 1689 18.77| 6.69 20.58 17.99 1932 1683 17.01 | 35.89 28.67

TAS T T T 73520 [66.92 6799 7114~ 70.61 [33.70 3280 27.93 31.97 33792014 32.02 2879 ;31568 30.55 34.50 | 56.55 47.40"
Emotion 15.86 | 61.42 66.87 68.13 69.27 | 9.71 17.18 13.85 15.07 15.19| 7.75 27.87 2421 15.14 31.80 18.12 | 59.58 50.85
Humor 49.65 | 8435 85.19 86.75 87.05 | 41.78 33.12 33.82 33.17 33.04 13591 43.60 33.12 (39.78 41.72_46.19 | 71.65 72.70

Trony 4239 | 6424 6553 66.83 68.38 | 36.63 3515 38.60 44.46 36.18 13652 3460 33.09 140.78 2749 47.48 | 58.23 56.24

@ Sarcasm 4548 | 72.41 7340 7478 74.94 [43.00 41.62 32.23 3222 41.68 14634 36.09 41.62141.17 3248 47.67 16534 6555
= Irony-Type 22.36 | 47.35 4643 56.04 57.58 | 18.83 18.83 18.83 18.83 18.8318.83 18.83 18.8318.83 18.83 18.83 | 30.81 30.81
TIZS T T T42.93 [6748 6851 70297 71.02 [38.92 3757 3446 41.79 40393542 37.36 "32.35 3987 29.56 “46.14 | 6041 59.63

i 34.68 | 66.34 69.58 70.44 71.64 | 26.67 39.03 28.61 43.03 28.46120.77 25.02 1 60.34 54.94
Subjectivity 41.41 | 72.54 7445 74.80 75.73 | 44.12 2945 30.69 30.73 39.65137.35 41.64 36.16 142.30 30.44 38.73 1 66.26 59.33
SPARROW 33.47 [ 66.60 69.38 70.85 71.60 |27.94 33.79 27.17 3570 29.45121.45 33.63 30.8512875 28.79 29.36 | 60.04 53.90

Table 3: SPARROW benchmark Test-S results. We report the average of dataset-specific metrics in a task and a cat-
egory, respectively. Rand.: random baseline, mB.: mBERT, X-R: XLM-R, Ber.: Bernice, InfoD: InfoDCL, BM:
BLOOM, LLa.: LLaMA, Alp.: Aplaca, Vic.: Vicuna, CG: ChatGPT, MT: using machine translated prompts.
The best performance in each setting is Bold. The red font denotes a performance lower than the random baseline.

Muhammad Abdul-Mageed The University New from the Lab October 28, 2023 10 / 13



Language-Wise Performance

Lang Random | InfoDCL |BMZ-P3 mT0 Vicuna: CG CG-MT

amh  37.95 65.68 16.05 2249 299 ' 20.62 46.82

bug  30.77 71.55 3460 1827 1290 K 34.63 30.86
ell 41.24 79.13 46.71 4547 4821 | 60.94 3498
eng  37.90 75.48 4332 3923 39.75 | 66.51 —

|
|
|
|
|
fil 5237 | 7901 | 3447 3447 3447 ' 6913  66.67
I
|
|
|

heb  47.60 95.80 7120 76.60 40.80 & 8420 57.40
hin 35.24 67.55 2892 2620 29.06 | 52.63  48.30
mal  31.68 82.70 4384 41.65 24.85

44.03 3144

Table 4: Language-wise model performance for sam-
ple languages. The complete results are in Table 23 in
Appendix. Best performance in each language is bold,
and the second best is in green highlight . The red font
denotes a performance lower than the random baseline.

Muhammad Abdul-Mageed The University New from the Lab October 28, 2023 11 / 13



Language-Wise Performance: More Detailed

Lang Fam. Lang Random | InfoDCL | BMZ-P3 mT0 Vicuna, CG CG-MT
ara 34.05 73.53 3678 3561 3361 | 60.81 5253
amh  37.95 65.68 1605 2249 299 ! 2062  46.82
arq 34.23 71.25 5202 1805 533 . 63.89  67.58

Afro-Asiatic  ary 35.94 53.44 3740 2341 1664 | 5219 5166
hau 35.22 7218 30.14 2093 17.39 | 5552 34.13
heb 47.60 95.80 7120 7660 40.80 | 8420  57.40
mlt 47.51 68.01 4770 3925 4898 | 7847 7145
bam 2761 65.57 3670 2431 1440 1 4027  37.11
ibo 32.90 76.75 2321 1152 2837 | 5755 3346
kin 35.83 56.69 2806 1484 2223 | 5378  29.03

Atlantic-C.  swh 33.72 61.29 17.60 1402 4555 | 5439  53.84
twi 34.04 64.51 4656 2934 528 | 5112 3206
tso 34.03 5255 4554 3074 650 1 4258 3570
yor 41.68 74.88 4300 3583 2638 | 6471 4231

Austroasi.  vie 16.12 64.58 1222 2781 952 | 5469  32.96
ace 34.78 71.36 37.89 2473 1279 | 5263  58.05
ban 30.14 79.49 4190 2991 1382 | 60.91 4228
bjn 30.77 84.50 5051 2778 1489 | 6934 7543
bug 30.77 71.55 34.60 1827 1290 1 3463  30.86
il 5237 79.01 3447 3447 3447 | 69.13  66.67

Austrones.  ind 22.85 83.05 42.86 3677 2069 | 7529  64.14
jav 31.62 84.79 4806 3765 1521 | 73.03 7856
mad  28.64 78.36 4544 2185 1314 | 6107  6l14
min 34.41 84.07 4993 3241 1495 | 69.80  62.91
nij 34.86 7722 4286 2289 1521 | 5764 5707
sun 32.18 81.71 44.83 3765 1293 | 6497  68.76
bbe 30.60 73.58 3642 1920 13.86 | 3843  40.65
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A Multitask Model and Toolkit for Arabic Natural Language Generation

AbdelRahim Elmad: * EIM Billah N: di¢* Mut d Abdul-Mageed$**
€ Deep Learning & Natural Language Processing Group, The University of British Columbia
ADepartment of Natural Language Processing & Department of Machine Learning, MBZUAI

{a.elmadany,moatez.nagoudi,muhammad.mageed}@ubc.ca

Abstract

Understanding Arabic text and generating
human-like responses is a challenging endeavor.
‘While many researchers have proposed models
and solutions for individual problems, there is
an acute shortage of a comprehensive Arabic
natural language generation toolkit that is capa-
ble of handling a wide range of tasks. In this
work, we present a novel Arabic text-to-text
Transformer model, namely AraT5,,. Our new
model is methodically trained on extensive and
diverse data, utilizing an extended sequence
length of 2,048 tokens. We explore various
pretraining strategies including unsupervised,
supervised, and joint pertaining, under both sin-
gle and multitask settings. Our models outper-
form competitive baselines with large margins.
‘We take our work one step further by develop-
ing and publicly releasing OCTOPUS, a Python-
based package and command-line toolkit tai-
lored for eight Arabic generation tasks all ex-
ploiting a single model. We release the models
and the toolkit on our public repository.

New from the Lab

Octopus

Title Generation Question Generation

Summarization l ‘ Paraphrasing

Diacritization N .
Transliteration

GEC QA

Figure 1: OCTOPUS is a jointly pretrained to cover eight
NLG tasks, all shown in the illustration.

Although it is one of the most widely spoken
languages in the world, and one with a rich linguis-
tic structure and diverse dialects, Arabic remains
underrepresented in NLG. One reason is the com-
plex morphology and syntax of Arabic. Hence, the
primary focus of our research here is to develop
an advanced tool capable of performing several
key Arabic NLG tasks. For example, we target
tasks such as text summarization, question answer-

13 / 13



What to Align to?

Helpful

¢ Attempt to perform a task concisely and efficiently
e  Ask for more information when needed

* Respond with sensitivity, insight, and discretion

¢ Redirect ill-informed requests

Honest
*  Give accurate information
e  Express appropriate levels of uncertainty
*  Shouldn’t deceive humans
*  Be honest about itself and its knowledge
*  Shouldn’t withhold information

Harmless

¢ Not be offensive or discriminatory
¢ Politely refuse to aid in dangerous acts
*  Be careful when providing consequential advice

[Modified from Askell et. al., 2021]

Muhammad Abdul-Mageed The University New from the Lab October 28, 2023 14 / 17



Social Psychology

~

(Moral Foundations Theory

[Graham et al., 2009; Haidt, 2012]

AN J

authority - subversion
care - harm
fairness - cheating
loyalty - betrayal

sanctity - degradation

Muhammad Abdul-Mageed The University New from the Lab October 28, 2023 15 / 17



Social Psychology Contd.

Social Norms Theory

[Kitts and Chiang, 2008; Perkins and Berkowitz, 1986]

cultural pressure

legality

Muhammad Abdul-Mageed The University New from the Lab October 28, 2023 16 / 17



H ow tO Al Ign? Collect comparison data & train reward model (RM)

A prompt and .
several model 2

Explain the moon
outputs are landing to a 6 year old
sampled.

Explain gravty. Explainvar.

(] o

Moonisnatural  Pooplewentto
sateliteot. o

Alabeler ranks

the outputs from @
best to worst.

This data is used o

to train our 2R
reward model. s

0-0-0-0

[Ouyang et al., 2022]
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Instruction Finetuning

Playground task @

Talk to the Frm g an A research pger bout Merely s kind of neracton s, Whers I the paper shoukd I puta fgure
ass‘stan‘ showing this interface?
& Assistant
the assistant to help with
and enter it into the task &2 Human
assistant. When you're L you thinl L "
finished, select a final Assistant
response from the assistant Sure. The introduction should help orient the reader on what you're studying, so | think it would make sense to have a few figures in
and leave a comment on there.
how the assitant did in the
8 Human
comment box. Click to go to Great. The paper is about baseline techniques for teaching an Al to be helpful, honest, and harmiess. We also study how these
the next task. techniques might improve as Als become more powerful. Can you try writing a draft abstract for this paper for me?

he nd h ns
et helo wikting this paper Choose the most helpful and honest response

How s this like a draft abstract?

e Sure, here’s what | came up with:

OK, but not as good as GPT-3. In this paper we explore how various techniques can enable an intelligent personal assistant to develop the capacity to understand and
help in various contexts. We start by reviewing a range of currently available techniques. We then describe a new way to approach this
problem called “human-Al trust.” We then discuss several applications of this approach, which include tasks such as helping the Al
make good predictions about the way humans think and act, and improving the social behavior of the Al. Finally, we describe an
ongoing study in which we are evaluating several of these approaches on a large-scale human-Al interaction ataset.

[Askell et. al., 2021]

Generative Al
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Instruction Finetuning

[Ouyang et al., 2022]

Muhammad Abdul-Mageed The University

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

Y

e

2

Some people went
to the moon...

On Generative Al
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The Alignment Problem

Willyam Bradberry/Shutterstock com

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 20 / 53



What to Align to?

Helpful

¢ Attempt to perform a task concisely and efficiently
e  Ask for more information when needed

* Respond with sensitivity, insight, and discretion

¢ Redirect ill-informed requests

Honest
*  Give accurate information
e  Express appropriate levels of uncertainty
*  Shouldn’t deceive humans
*  Be honest about itself and its knowledge
*  Shouldn’t withhold information

Harmless

¢ Not be offensive or discriminatory
¢ Politely refuse to aid in dangerous acts
*  Be careful when providing consequential advice

[Modified from Askell et. al., 2021]

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 21 /53



Social Psychology

~

(Moral Foundations Theory

[Graham et al., 2009; Haidt, 2012]

AN J

authority - subversion
care - harm
fairness - cheating
loyalty - betrayal

sanctity - degradation
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Social Psychology Contd.

Social Norms Theory

[Kitts and Chiang, 2008; Perkins and Berkowitz, 1986]

cultural pressure

legality

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 23 /53



H ow tO Al Ign? Collect comparison data & train reward model (RM)

A prompt and .
several model 2

Explain the moon
outputs are landing to a 6 year old
sampled.

Explain gravty. Explainvar.

(] o

Moonisnatural  Pooplewentto
sateliteot. o

Alabeler ranks

the outputs from @
best to worst.

This data is used o

to train our 2R
reward model. s

0-0-0-0
[Ouyang et al., 2022]
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Optimize a policy against RM using RL

[Ouyang et al., 2022]

Muhammad Abdul-Mageed The University

A new prompt »
is sampled from e
the dataset. about frogs
The policy .
enerates 252

9 ./)?.&.
an output. \.\sa{/

!

\J

The reward model

calculates a Y
reward for .<)?.§Q/.
Dt

the output.

The reward is

used to update Iy
the policy
using PPO.

Generative Al

October 27, 2023
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Reinforcement Learning

Environment

Action

Re War,
Interpreter

Stat o
e A/
i
Agent
An RL agent interacts with its environment in discrete time steps. At each time t, the agent receives the current
state sy and reward ry. It then chooses an action a;, which is subsequently sent to the environment. The environment

moves to a new state s;1 and the reward ri1 associated with the transition (s;, at, st+1) is determined. The goal
of an RL agent is to learn a policy @ which maximizes the expected cumulative reward. [Source: Wikipedia]

Generative Al October 27, 2023 26 / 53
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RLHF

e Used to adapt models to difficult-to-specify goals

e Allows models to go beyond distribution of the data s.t.
their outputs are rated highly by human evaluators

e OpenAl GPT-4 (OpenAl, 2023), Anthropic
Claude (Anthropic, 2023), and Goggle Bard
(Google, 2023) employ it

[Casper et. al., 2023]

Muhammad Abdul-Mageed The University n Generative October 27, 2023 27 / 53



Fra mework for R L H F (Casper et. al., 2023)

e Pretrain an initial model my which generates a distribution of
examples

e Collect human feedback from a human H with desires consistent
with some reward function ry;. A feedback function f maps example
x; and random noise ¢; to feedback y;. Data collection modeled as:

Xj ~ Ty, yi = (3, xi, €;). (1)

e Fit reward model 74 using the provided feedback to approximate
evaluations from JH as closely as possible. Given a dataset of examples
and preferences D = {(x;, ¥i)i=1,..n}, the parameters ¢ are trained to
minimize

n
L(D,¢) = Ze(f¢(xi)a)/i)+)\r(¢)7 (2)
i=1
where £ is a suitable loss function and A, is some regularizer.

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 28 / 53



Framework for RLHF Contd.

e Optimize policy with RL. Use reward model 7, to finetune the base
model using RL. The new parameters 0, of 7 are trained to
maximize

ROnew) = Bxrmgy, [760) + Ap(0. Onew: )], 3)

where )\, is some regularizer such as a divergence-based penalty
between two distributions.

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 29 / 53



Three Ingredients of RLHF

modeling

Reward J

N B\

Feedback
collection

Policy
optimization )

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 30 /53



Full Model

Prompts Dataset

x: Adog is...
Tuned Language
Initial Language Model Model (RL Policy)
O A\ )
‘) ® (Q Reinforcement Learning
Y S el Update (e.g. PPO)

' ¢98" [ lo0+voi0)

A i \ = 4

0000

0000 RLHF ~ ®®®® Reward (Preference)

BaseText 0o @@ Tuned Text ®®®®

y: a furry mammal y: man's best friend|

A

L3 >
=L DKL (Tppo (¥7) || Toase (y]2))
KL prediction shift penalty

[https://huggingface.co/blog/rlhf]
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https://huggingface.co/blog/rlhf

Challenges with Obtaining Human Feedback

e Selecting representative humans. demographics vary: OpenAl
reports ~ 50% Filipino and Bangladeshi and ~ 25 — 34 year olds.
Anthropic reports ~ 68% white populations.

e Researcher bias. OpenAl (Ouyang et al., 2022) selection to agree
with researcher judgements

e Good oversight is challenging. evaluators with malicious intentions,
unethical views, can poison data

e Task difficulty. some tasks are challenging cognitively, or need
experts

e Human vulnerabilities. e.g., models that sound confident can
mislead or gaslight humans

[Casper et. al., 2023]

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 32 /53



Issues with models finetuned with RLHF

¢ Can reveal sensitive, private information (e g,
Li et al., 2023)

e Hallucinate untrue content (Ji et al., 2023,
OpenAl, 2023)

e Spread bias that favor specific political
ideologies (Santurkar et al., 2023)

e Exhibit sycophantic responses (Perez et al., 2022)

e Not robust to jailbreaking nor prompt
injection /extraction (\Willison, 2023; Albert, 2023)

[Casper et. al., 2023]

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 33 /53



Evaluation Issues

e Discrepancy between evaluation data and
deployment distribution

e Inherent cost/quality tradeoff. small sample sizes
an issue. Solutions include collecting diverse and

adversarial samples, and samples where model is
uncertain

[Casper et. al., 2023]

Muhammad Abdul-Mageed The University On Generative Al October 27, 2023 34 / 53



. .
Eff|C|ency | Contrastive Learning (CL) | Data Efficient Representations

Distant Label
Thank you for such lovely comments!! }—'
@
My favorite hair store is open |—~ \
Corl |
oy 4, |z
® o (
I— & <« Feel much better when my rooms tidied — E [ ’EE
' ' o’ A |57
oL :
\Ajv-—i nobody understand, how much | love him E—- / U
Zs P - i
© — Can’t find my charger —
! i J

[ [BEncoder —Positive - -»Negative - Weight in LCL-LIT Weight in CCL ]

Figure 1: Illustration of our proposed InfoDCL framework. We exploit distant labels (i.e., emojis) to supervise two
contrastive losses, Lcr—rir and Lcor. Sequence-level representations from our model should keep the cluster
of each class distinguishable as well as preserve semantic relationships between classes. Note that weights of CCL
shown in this illustration are values of 1 — max(0, npma).

[Zhang, C., Abdul-Mageed, M, & Jawahar, G. (Findings of ACL 2023). Contrastive Learning of Sociopragmatic
Meaning in Social Media.]

mad Abdul-Mageed The University
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Efficiency |  AutoMoE

(1) Design space construction (2) Supernet Training
[r———— N
- saaan Encoder Layer m Decoder Layern
JO O oy st R S R S
oL reeed] encoder ayer2 -
2w |:
ween || TEESE ;
e | [een || [een [
B 2 i 8
sample uchitecture) i g
5! 3
(3) Search g ; EEE
Partially Gold Latency g ! '8
3! e | ot Avenion e |
Canddote Arcnitectre | | 0 t i P
\ Evolutionary | ! setatention Heads | sefAttenton-Heads !
Candone Achvecre Search wiamontoss | | HITme T i
o embectding e Embedding e
(4) Efficient Subnet Training
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Figure 1: AutoMoE Framework. (1) Heterogeneous MoE with variable dimensions for dense Transformer blocks
and sparsely activated expert modules. (2) Supernet training by sampling subnetworks from search space and
training them by sharing common weights with Supernet. (3) Evolutionary search to find efficient architectures
by (a) sampling MoE subnetworks from the search space; (b) using latency measured in the target device; and
(c) performance estimation from Supernet as feedback for iterative optimization via crossover and mutation. (4’
Efficient MoE subnetwork(s) from evolutionary search is trained on downstream task.

[Ganesh Jawahar, Subhabrata Mukherjee, Xiaodong Liu, Young Jin Kim, Muhammad Abdul-Mageed, Laks
Lakshmanan, V.S., Ahmed Hassan Awadallah, Sebastien Bubeck, Jianfeng Gao. (Findings of ACL, 2023).
AutoMoE: Heterogeneous Mixture-of-Experts with Adaptive Computation for Efficient Neural Machine Translation.]
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LLM for Architecture Search

LLM PERFORMANCE PREDICTORS ARE GOOD INI-
TIALIZERS FOR ARCHITECTURE SEARCH

Ganesh Jawahar”, Mllhﬂmlmld Abdul-Mageed”™, Laks V. S. Lakshmanan”, Dujian Ding"
UAI

“UBC "MBZI
ganesh sz\t[,‘qma,l.(_um, {amuham01, laks, dujian}@cs.ubc.ca /—m

mmad Abdu

u are a performance estimator for machine translation task, where you will estimate the
BLEU score for the test architecture.

You should follow these instructions:

1. You should understand that the machine uanslancn task is WMT'14 English to German
uality of a measured based on BLEU score.

2 Some examples for WHIT 14 Englih to Geman machine ransaton re as folows

Example 1:

Input: Resumption of the session

Output: Wiederaufnahme der Sitzungsperiode

Example N

Input: Please rise, then, for this minute' s silence.

Output: Ich bitte Sie, sich zu einer Schweigeminute zu erheben.

3. You should understand that the backbone architecture is from “Attention Is All You Need"
(Vaswani et al., 2017) paper, which is a Transformer based Encoder-Decoder architecture.
We use the same hyperparameters and optimization algorithms.

4. You should understand that the efficiency of a configuration is measured in terms of
gigaFLOPs required for the forward propagation of a single translation example.

5. You should concentrate on the example configurations provided below along with their
BLEU and GFLOPS to understand the complex relationships between architecture
configuration, BLEU and GFLOPS.

Mageed The University

Generative Al

Hyperparameter deiniton

to dimension
‘encoder-layer- num—suhlranslorme( corresponds to number of encoder layers
“encoder-fin-embed-dim-all-subtransformer’ correspond to embedding dimension of each FFN
layer in encoder

Example 1:
encoder-embed-dim-subtransformer: 512

encoder-layer-num-subtransformer: &
encoder-fin-embed-dim-all-subtransformer: [1024, 1024, 2048, 2048, 2048, 1024]

BLEU: 24.30
GFLOPS: 2.7

Example N

R

Test Architecture:

encoder-embed-dim-subtransformer: 640

encoder-layer-num-subtransformer: 6

encoder-fin-embed-dim-all-subtransformer: (2048, 1024, 1024, 1024, 2048, 1024]

BLEU

October 27, 2023
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Massive Multilinguality & LLMs
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Multilingual Sociopragmatics of ChatGPT
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Answer: swer: e %
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Figure 2: Examples of prompts used for zero-shot evaluation with lm-evaluation-harness ( yellow ) and
ChatGPT (' green ). We use an English prompt (Figures a, ¢) and machine translated the prompt in the correspond-
ing language (Figures b, d), repectively. The prompts construct each task as question-and-answer tasks. The actual
input sample is in blue, and the label options are in red.

[Zhang, C., Doan, K. D., Liao, Q., & Abdul-Mageed, M. (To appear at EMNLP, 2023). The Skipped Beat: A Study
of Sociopragmatic Understanding in LLMs for 64 Languages.]
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Multilingual Sociopragmatics of ChatGPT Contd.

Rand. Finetuning Zero-shot
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Language ID of ChatGPT

Fumbling in Babel:
An Investigation into ChatGPT’s Language Identification Ability

k-shot
o (0/1/"-shot) Predl(:\lons
Please assign language names i
_—>  fromthe following set [ Espafiol GG
B . ~ pafio] espaiiol != spanish
- N easy | {Spanish, French, English} | N\ 2. Korean
language (1 Plea;: ass;gnrlalxlzgu_age names | 3 Frcnch s“’s'{wféﬁ;g
name Tedium-> oy e ey espafiol

{Korcan, French, Spanish,

prompt {___English, Chinese, Hindi}
— T ) References . pingiogue
“~> names of the languages these ——

" o \
lines were written in. S1={spanish, cspaiiol,
castilian, castellano}

=

sU)
Please assign language names yespanish
from the following set
{Spanish, French, English} Python package panish
langcodes
Ploase assign Ianguags names
from the following set o
(Koman, chh Spamsh Predictions
glish,
exact match
‘names of the languages these spa==spa
lines were written in.
[Wei-Rui, C., Adebara, I., Doan, K. D., Liao, Q., & Abdul-Mageed, M. (In Progress).]
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ChatGPT on Arabic NLP

GPTAraEval: A Comprehensive Evaluation of ChatGPT on Arabic NLP

Md Tawkat Islam Khondaker! Abdul Waheed? El Moatez Billah Nagoudi! Muhammad Abdul-Mageed'?

/\

Evaluation Learning
Models Method
ChatGPT (&) N-shot
BLOOMZ ¢ zero- & few-shot
00

ka;l's J tjlly fmetuneﬂ

Muhammad Abdul-Mageed The University
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ChatGPT and Bard on MT of Arabic

y»
7ARJ AMAT: Evaluation of Bard and ChatGPT on Machine
Translation of Ten Arabic Varieties

Karima Kadaoui'* Samar M. Magdy'* Abdul Waheed'* Md Tawkat Islam Khondaker?*
Ahmed Oumar El-Shangiti! El Moatez Billah Nagoudi? Muhammad Abdul-Mageed!:2*
2 Deep Learning & Natural Language Processing Group, The University of British Columbia
IDepartment of Natural Language Processing & Department of Machine Learning, MBZUAI
muhammad . mageed@ubc . ca

Arabic varieties LLMs/MT models MT evaluation

g

Few-shot
\, /

Figure 1: Experimental setup for our evaluation. We
evaluate multiple language models on different Arabic
varieties.

Muhammad Abdul-Mageed The University

Generative Al October 27, 2023 43 / 53



AS an A .de | Benchmarking Arabi NLU

ORCA: A Challenging Benchmark for Arabic Language Understanding

AbdelRahim Elmadany'* El Moatez Billah Nagoudi'* Muk d Abdul-Mageed"2*
1 Deep Learning & Natural Language Processing Group, The University of British Columbia
2Department of Natural Language Processing & Department of Machine Learning, MBZUAI

{a.elmadany, moatez.nagoudi, muhammad.mageed}Qubc.ca
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ORCA Leaderboard

ks Code + Leaderboards +  Submi

CA
Y 4

Due to their crucial role in all NLP, several benchmarks have been proposed to evaluate pretrained language models. In spite of these efforts, no public
benchmark of diverse nature currently exists for evaluation of Arabic. This makes it challenging to measure progress for both Arabic and multilingual language
models. This challenge is compounded by the fact that any benchmark targeting Arabic needs to take into account the fact that Arabic is not a single language
but rather a collection of languages and varieties. In this work, we introduce ORCA, a publicly available benchmark for Arabic language understanding
evaluation. ORCA is carefully constructed to cover diverse Arabic varieties and a wide range of challenging Arabic understanding tasks exploiting 60 different
datasets across seven NLU task clusters. To measure current progress in Arabic NLU, we use ORCA to offer a comprehensive comparison between 18

multilingual and Arabic language models.
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Dolphin Benchmark

Dolphin: A Challenging and Diverse Benchmark for Arabic NLG

El Moatez Billah Nagoudi' Ahmed El-Shangiti> AbdelRahim Elmadany' Mul

1 Abdul-Mageed

e\suzuau!H”w

| Paraphrase
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Inclusive Al: The State & Fate of African Langs

* left-behinds - probably impossible to build

resources for them

* scraping-bys - no labelled datasets
— few labeled datasets, researchers, and
language support communities
* rising-stars - strong web presence but insufficient

labeled data collection = |eft-behinds = scraping-bys - hopefuls = rising-stars

[Joshi, et al., 2020]
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The Left-BEhindS |  Afrocentric NLP
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[Adebara, I. & Abdul-Mageed, M. (ACL, 2022). Towards Afrocentric NLP.]
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AfroLID:
A Neural Language Identification
Tool for African Languages

Ife Adebara

AbdelRahim Elmadany
Muhammad Abdul-Mageed
Alcides Alcoba Inciarte

[EMNLP, 2022]
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Online Demo

Afr

ID Toolkit Paper Documentation G

AfroLlDC\ '

African LanguageIdentification

AfroLID, a neural LID toolkit for 517 African languages and varieties. AfroLID exploits a multi-domain web dataset
manually curated from across 14 language families utilizing five orthographic systems.

Try AfroLID

Niibéré, nigba ti Qlorun da drun ati ayé
Text

AfroLID's Output
Input Text: Ni ibére, nigba ti Olorun da orun ati ayé

Predicted languages:
- 150: yor Name: Yoruba Seript: Latin Score: 100.0%

%
THE UNIVERSITY 45. MOHAMED BIN ZAYED
L Rt

OF BRITISH COLUMBIA ARTIFICIAL INTELLIGENCE
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SERENGETI: Massively Multilingual Language Models for Africa

Ife Adebara'* AbdelRahim Elmadany"* Muhammad Abdul-Mageed'? Alcides Alcoba Inciarte'
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Left-Behinds Across Modalities

Speech
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Vision-Language
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