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Aligning AI with Human Values

• Artificial General Intelligence (AGI): 
[definition]
• a form of artificial intelligence that 

possesses the ability to understand, 
learn, and perform tasks across a 
wide range of domains at a level 
equal to or surpassing human 
capabilities

• AGI, unlike narrow or specialized AI, 
can adapt, reason, and learn 
autonomously without being limited 
to a specific task or function.

• Kareem Amer, “The Road to AGI: LLM and the Race Towards 
AGI” 2023

• Ian Hogarth, “We must slow down the race to God-like AI” 
Financial Times, 12 April 2023
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https://www.linkedin.com/pulse/road-artificial-general-intelligence-large-language-models-amer
https://www.linkedin.com/pulse/road-artificial-general-intelligence-large-language-models-amer


Human Rights and Value to Society
“L'archivista si fa carico di difendere la professione per la sua utilità sociale, nel proteggere l'integrità e il valore 
probatorio degli archivi presta particolare attenzione a quelli che documentano diritti umani e libertà 
fondamentali...” 

[“The archivist takes it upon himself to defend the profession for its social utility, in protecting the 
integrity and probative value of archives pays particular attention to those that document human rights 
and fundamental freedoms…” translation by Google Translate.]

- Art. 3, CODICE DEONTOLOGICO, Associazione Nazionale Archivistica Italiana (2017)

“Members should do everything within their power to avoid the destruction of documents that are of historical 
or public value, including value for documenting and/or redressing gross human rights violations and/or 
protecting human rights and fundamental freedoms for individuals and/or groups.”

- Art. 11, Code of Ethics, Archives and Records Association, UK and Ireland (2020)

“These Guidelines articulate a framework for achieving Trustworthy AI based on fundamental rights as 
enshrined in the Charter of Fundamental Rights of the European Union (EU Charter), and in relevant 
international human rights law.”

- European Commission, High-Level Expert Group on Artificial Intelligence, 
“Ethics Guidelines for Trustworthy AI” (2019), p. 6.
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Human Rights and Value to Society



NIST, AI Risk Management Framework, p. 11.

TEVV = test, evaluation, 
verification, validation.
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Archivists, “AI Actors,” and Managing AI Risk

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf


Archival Ethics

A code of ethics for archivists should establish high standards of conduct for the archival profession.
It should introduce new members of the profession to those standards, remind experienced archivists of 
their professional responsibilities and inspire public confidence in the profession.

• International Council on Archives, Code of Ethics, “Introduction,” A.

We exercise due caution and diligence in documenting and preserving the relationships between records and 
the activities that created them, as well as between records and the aggregations in which they belong, 
recognizing that these relationships are a necessary component of the records themselves.
We consider, analyze and evaluate the processes, methods, and technologies used to create, use and manage 
records with the intent of balancing our responsibility to optimize the value of records—and users’ access to 
them—against any risks and costs associated with doing so.

We are mindful of, and document wherever possible, the biases inherent in records and information 
processing systems. 

• Association of Canadian Archivists, Code of Ethics and Professional Conduct, and 1.a., 7, and 7.c.
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Explainable AI
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Illustration from Amy E. 
Hodler, “AI & Graph 

Technology: AI Explainability” 
Neo4j Blog (26 August 2019).

https://neo4j.com/blog/ai-graph-technology-ai-explainability/
https://neo4j.com/blog/ai-graph-technology-ai-explainability/


AI Risk Levels

Source: European Parliament, 
“Artificial Intelligence Act: 

Briefing” (2022)
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https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf
https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf


Records for AI Systems
[AI system developers and operators should document] the following information during 
the design, development and deployment phases, and retaining this documentation for a 
length of time appropriate to the decision type or industry:

• the provenance of the training data, the methods of collection and treatment, how the data 
was moved, and measures taken to maintain its accuracy over time;

• the model design and algorithms employed, and;
• changes to the codebase, and authorship of those changes

• [Describe] the way in which the training data was collected
• Institutions should use rigorous methods to validate their models and document those 

methods and results. In particular, they should routinely perform tests to assess and 
determine whether the model generates discriminatory harm. Institutions are 
encouraged to make the results of such tests public.

• “Archive of Systems Decisions” – a long-term source documenting a public authority’s 
decisions on which systems do not need to prepare algorithmic impact assessments;

• A datasheet is a semi-structured document that asks questions like 'Why was the 
dataset created?,' 'How was the data collected?,’ etc.

• ACM, Statement on Algorithmic 
Transparency and Accountability

(2017), 5, 7, p. 2. 

• European Parliamentary Research 
Services, A governance framework
for algorithmic accountability and 

transparency (2019), pp. 54, 57. 
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• Smart Dubai, AI Ethics Principles & 
Guidelines (2018), 1.3.1.2, p. 27

https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
https://www.digitaldubai.ae/pdfviewer/web/viewer.html?file=https://www.digitaldubai.ae/docs/default-source/ai-principles-resources/ai-ethics.pdf?sfvrsn=d4184f8d_6
https://www.digitaldubai.ae/pdfviewer/web/viewer.html?file=https://www.digitaldubai.ae/docs/default-source/ai-principles-resources/ai-ethics.pdf?sfvrsn=d4184f8d_6


Researching Provenance, Descriptions

The fact is, we cannot take the records all together and know what went before and what followed after. We 
can, however, make the act of picking our text transparent to our users through description..”

• Heather MacNeil, “Picking Our Text: Archival Description, Authenticity,
and the Archivist as Editor”, American Archivist #68 (2005), p. 278.

Recognizing that records originate in and are influenced by a complex interplay of legal, administrative, 
informational, and cultural factors over time, we strive to continuously improve our preservation and 
representation of these contexts.

• Association of Canadian Archivists, Code of Ethics and Professional Conduct (2017), 1.b.
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• Rules for Archival Description, 
Revised version (2008) • Describing Archives, 

Version 2022.0.0.1

https://archivists.ca/resources/Documents/Governance%20and%20Structure/aca_code_of_ethics_final_october_2017.pdf


Responsible Use of AI Tools: PI detection
Type of PI Presidio (Microsoft) Comprehend (AWS) PII Tools

Salary x x x

Performance 
review x x x

Religious 
views ü x ü

Opinion ü x x

• NB: excerpts of label sets. These tools can detect additional types of PI. Kudos to these vendors for making this information 
available!

• Transcribe, a subset of the Comprehend (AWS) label set, is described as “optimized for the financial sector”. 

• Presidio detection of religious views and opinions is dependent on “custom logic and context”.
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Perceptions of AI and Archival Identity

“The objectivity and impartiality of archivists is the measure of their professionalism.”
• International Council on Archives, Code of Ethics, #1

“We also acknowledge that archivists and archival practices are never neutral.”
• Society of American Archivists, Core Values Statement and Code of Ethics, “Overview”

“…despite the undeniably consistent picture that we see across studies of scientific data collection, the desire 
to remove the human from the data in order to enhance objectivity remains very strong. Invariably, it seems 
like the ethical move.”

• Melanie Feinberg, “The Myth of Objective Data” The MIT Press Reader (2022?)
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https://thereader.mitpress.mit.edu/the-myth-of-objective-data/
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Regulatory sandboxes? 

Cool!!

Thank you!

Jim Suderman
InterPARES Trust AI Project


