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I Introduction

● Digital corpora are crucial for the study of phenomena in human languages, 

as they enable researchers access to a vast collection of textual data, which 

can be employed for building machine learning models that are applicable to 

several tasks

○ specialy crafted corpora can also be used for teaching purposes in 

various courses in higher education

● for the Croatian language there is an evident lack of recent research in the 

field of phishing detection, and especially in research of corpora that are 

essential for conducting analyses and for building models 

○ high-quality and domain-specific textual corpora is of great importance 



Phishing

Phishing attack
a type of social engineering in which an attacker 

poses as a reliable entity in order to deceive a victim 

into disclosing sensitive information 

Phishing 

detection

the effort to recognize and stop phishing attacks on 

people and business enterprises, and as such 

represents a crucial endeavor in the field of 

information and cyber security 

Phishing 

datasets
purposefully crafted and prepared in order to 

account for linguistic and technical nuances
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Collecting e-mails

● dataset was acquired and crafted by extracting data that 

derived from several personal official e-mail accounts

○ Set A contains 260 e-mails originally written in Croatian 

(not necessarily grammatically correct)

○ Set B contains 260 e-mails originally written in English 

and translated automatically into Croatian with Google 

Translate and without any post-editing
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Frequency of tokens

Set A

Set B

mostly nouns and 

vocabulary related to 

financial fraud, valuable 

data, verbs reflecting 

communication of 

receiving and giving

contains mostly obscene

vocabulary, mentions

websites and e-mails as

means of communication, 

transaction-related data

Set A Set B

Nouns Verbs Nouns Verbs

banka kontaktirati djevojka željeti

fond moći e-pošta tražiti

e-pošta poslati stranica razgovarati

ime moliti račun podijeliti

račun dobiti pratnja poslati

adresa željeti usluga kontakirati

sredstvo primiti pozdrav moliti

broj odgovoriti transakcija pogledati

podatak pomoći url pozivati

pozdrav dati mreža pomoći
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Frequent Terminology

Set A

Set B

contains mostly nouns and 

vocabulary related to financial 

fraud (banka – bank), valuable 

data (račun – account), verbs 

reflecting communication of 

receiving and giving, sending, 

helping, replying, and mentions.

contains mostly obscene

vocabulary (djevojka – girl), 

mentions websites and e-mails

as means of communication (e-

pošta – e-mail), transaction-

related data (račun – account)

Set A Set B

Nouns Verbs Nouns Verbs

banka kontaktirati djevojka željeti

fond moći e-pošta tražiti

e-pošta poslati stranica razgovarati

ime moliti račun podijeliti

račun dobiti pratnja poslati

adresa željeti usluga kontakirati

sredstvo primiti pozdrav moliti

broj odgovoriti transakcija pogledati
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Context analysis

Set A Set B

odmah (44) – immediately odmah (5) – immediately 

savjetujemo da odmah pošaljete svoje 

ime, kontakt adresu i broj mobilnog telefona
razgovarati (44) – talk 

ako budem plaćen, odmah ću uništiti video
pregledajte našu stranicu i 

razgovarajte -> https:

(MMF) Afričke regije odmah unutar

sljedećih 168 sati.

privatne fotografije Razgovarajte

sada (samo unesite svoju e-poštu)

Napomena: odmah po zaključku transakcije

imate pravo na 45%
podijeliti (44) – share 

kontaktirajte me odmah za daljnju

komunikaciju
Podijelit ću datoteku s vama

sada (60) – now 
Podijelit ću slike i više detalja o sebi

čim mi se javite

Sada kontaktirajte Službu za korisnike UBA 

banke

sada (41) – now 

Možemo li sada uspostaviti

video poziv

Set A

Set B

often contain urgency, more 

focused on financial fraud, 

therefore using words such as 

odmah – immediately and 

sada – now

begging for help or asking for 

a conversation, hence the of 

use of verbs, such as 

razgovarati – talk and podijeliti

– share (both used more than 

40 times)

accompanied by a call to click 

on links that were integrated 

into the text body of e-mails (95 

times out of 260 e-mails).

- Concordance analysis - examining and comprehending context 

-



N-grams

Set A Set B

2-grams
poštovani korisniče – dear user, bankovni račun – bank 

account, banka africa – bank Africa, broj telefona – phone 

number, kartice adresu – card address, atm kartica – ATM 

card, pošaljite informacije – send information, milijun dolara –

million dollars, pošaljite podatke – send data, visa kartice –

Visa cards, prijenos sredstava – money transfer, najbliža

rodbina – close relatives, odmah odgovorite – answer 

immediately etc.

3-grams
united bank africa – united bank Africa, atm kartice adresa –

ATM card address, telefon godine spol – phone years gender, 

pošaljite podatke visa – send Visa data, iznos milijun tisuća –

amount million thousands, poštovani korisniče računa/pošte –

dear account/mail user, međunarodni monetarni fond –

International Monetary Fund 

2-grams
zgodna pratilja – handsome companion, povremeni

spojevi – occasional dates, craigslist zakona –

craigslist law, tajna zajednica – secret community, 

nabaviti zgodne – get a pretty, usluga pratnje –

escort service

3-grams
noć povremene spojeve – night occasional dates, 

odjeljku craigslist zakona – craigslist law section, 

rastuća tajna zajednica – growing secret community, 

nabavite zgodne djevojke – find hot girls, djevojka na

poziv – call girl, tajna zajednica nsa – secret NSA 

community, etc.

- continuous sequences of words or symbols, or tokens



Typos on purpose



Conclusion – part I
● Set A contains content related to finance, personal data, bank details, business 

offers, funding and payments

○ Mainly sent to undisclosed recipients

○ Messages often include e-mail addresses as a malicious means for connecting 

with victims

○ Content: finance, personal data, bank details, business offers, funding and 

payments

● Set B contains more mature and obscene content

○ Mainly sent to personal e-mail (addresses from web: research papers, 

speeches)

○ contain more web links, enticing potential victims to click on them and 

instructing victims to disclose private or sensitive information

○ Content: more mature and obscene content



Research - ML

Ensemble learning methods
Ensemble learning methods are used in machine 

learning to combine predictions from multiple 

models in order to improve predictive performance. 

uses different models (e.g. Linear Regression for regression tasks, 

or Logistic Regression for binary classification) on the same dataset 

and another model to learn how to make predictions.

aim to change the training data in order to focus on examples that 

were erroneously predicted during previous fitting of models on the 

training dataset



III Ensemble learning methods

Bagging

(Bootstrap 

Aggregation)

uses multiple Decision Trees on different samples of the same 

dataset, and then averages predictions. It is often used in 

statistics on small datasets, where many training datasets can be 

prepared to achieve an overall better estimation.

employs different members of an ensemble group; uses 

replacement, meaning that once the instance (row) is selected, it is 

returned, and can be selected again – used on small datasets

Random Forest – contains numerous Decision Trees on different 

subsets of a dataset - final decision based on the maximum votes 

of predictions (useful when individual trees are not correlated)



Ensemble learning methods

Stacking 

uses different models (e.g. Linear Regression for 

regression tasks, or Logistic Regression for binary 

classification) on the same dataset and another model to 

learn how to make predictions.

Boosting

aims to change the training data in order to focus on 

examples that were erroneously predicted during 

previous fitting of models on the training dataset



Category Description Example

Finances
commercial phishing e-mails with the aim 

to scam users for monetary benefit

Obavijest: Vaša kompenzacijska bankovna kartica 

na bankomatu u vrijednosti od 1.500.000,00 

dolara registrirana je kod voditelja kurira DHL-a g. 

Marka Adjovija. Radi trenutne isporuke 

kontaktirajte ga putem e-pošte 

(dhlcourierexpressbj1@outlook.com) za više 

informacija o tome kako ćete je zatražiti

Translation:

Your bank card valuable 1.500.000,00  is

registered on DHL, by M.A. Please contact by

mail (dhlcourierexpressbj1@outlook.com)  how to 

ask your bank card:



Category Description Example

Health

offers and promises life changing products 

that do not exist, in order to acquire 

valuable personal information from victims

Naši vjerni kupci u posljednjih deset godina već su 

se uvjerili u učinkovitost prirodnih pripravaka 

Naturelle za poboljšanje zdravlja: Snaga daha štiti 

tijelo od svih vrsta sezonskih respiratornih alergija. 

Mountain Top uspješno povećava otpornost 

organizma na opasne viruse i bakterije. […]

Translation:

Our loyal customers in the last 10 years have

been convinced that our products Naturell have

successfully improved your health from respiratory

alergies…..



Category Description Example

Adult

content

e-mails containing erotic and raunchy 

content, or having allusions to 

pornographic topics, nudity, explicit sexual 

material or violence

Bok, ja sam lokalna djevojka iz vašeg područja. 

Možemo li se naći nasamo? Odgovori mi da ili ne 

na moju privatnu poštu >jadmesm256@gmail.com

Translation:

Hello, I am a local girl from the neigbourhood. Can

we meet alone? Answer yes/ no on my mail

Short 

communic

ation

short e-mails containing brief and generic 

greetings to encourage victims to continue 

a conversation in which they provide 

sensitive information to the attacker

Draga moja, jesi li primila poruku koju sam ti 

poslao? Pozdrav, Jerry Ngessan

Translation:

Hello dear, have you recived the message I have

sent?



Dataset characteristics

A large amount of phishing 

e-mails focuses on the 

financial aspect of victims, 

asks for valuable data or 

directly for money, employs 

blackmailing strategies, 

presents inappropriate 

services, asks for charity 

donations or promises 

lottery wins. 

Set A Set B

Training 

set

Test 

set

Training 

set

Test 

set

No. e-mails 250 25 250 25

Finances 89 11 90 10

Health 8 2 17 5

Adult content 94 8 103 9

Short 

communication
59 4 40 1



Prediction of categories
(Finances, Health, Adult content, Short communication)

When comparing prediction 

outcomes, accuracy and F1 

measures achieved similar 

results. The highest 

predictions were achieved 

by the algorithms Random 

Forest and AdaBoost, 

ranging from ca. 71% up to 

ca. 77% for accuracy and 

F1 scores

Set A Set B

Algorithm Accuracy F1 Accuracy F1

LR 0.684 0.686 0.680 0.675

RF 0.776 0.767 0.732 0.711

kNN 0.704 0.691 0.648 0.613

NB 0.460 0.454 0.448 0.453

AB 0.748 0.743 0.760 0.753



Confusion

Matrix
The confusion matrix is a 

predictive analytics tool used 

widely in machine learning 

and in various classification 

tasks. It is a summarized 

NxN table that presents the 

number of correct and 

incorrect predictions in a 

classification task, and 

therefore estimates the 

performance of a 

classification algorithm.



Results of predicted

and tested accuracies
● Table 1 - results of tested and predicted scores 

across all four categories for Set A

○ accuracy of tested scores is lower than accuracy 

of predicted scores, generally by 2-6%

● Table 2 - results of tested and predicted scores 

across all four categories for Set B

● Both - significant variations among categories

● decline of tested accuracy scores in all 

categories, but smallest in Finances (most 

represented)

● the most significant decline was in  Health

category (72% in Set A and 70% in Set B), with

the smallest amount of training data



Conclusion – part II
● Research on two sets, differentiated by language originality 

● Training and test sets were imbalanced in terms of categories

○ most represented: „Finances” and “Adult content” 

○ least represented: “Health”
○ all of phishing e-mails deal more or less with financial issues, and therefore can belong to 

multiple categories - main limitation of this research

● Results in this paper confirm that predicted accuracy increases with data quantity (best 

predictions were obtained by Random Forest and AdaBoost. 

● best predictions are obtained for categories that were most represented in datasets, whereas 

worst results were obtained for the least represented category “Health”

● In order to improve accuracy results -> increase sample size, equalize the number of phishing 

e-mails that are used for in training and test sets, and harmonize the length of phishing 

messages.


