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Roadmap of Presenta7on

• Introduction
• Review of literature for AI in archival 

processing
• Study updates 
• Preliminary findings and data
• Next steps



Review of Literature

Reasons why archives professionals use AI for archival processing

Addressing the “digital sludge” (Rolan et al, 2019); Staying abreast of technological developments; 

Processing email collections (Decker et al, 2022; Schneider et al, 2019)

Facets of arrangement and description that AI can facilitate

Processing overly large volumes of digital records; Enhancing descriptive metadata in poorly described records 

(Cain, 2016); Identifying and redacting sensitive or personal content in records (Marciano et al, 2018); Linking 

creators and subjects and disparate fonds (Anderson, 2021)

Challenges faced in implementation

Translating archival principles into practices; Acquiring knowledge of computational methods (coding languages, 

AI tools, etc).



Is more educa7on/training needed?

• There are lots of training on machine learning/arDficial intelligence 
(ML/AI), but not with a focus on archives needs and workflows or 
consideraDons of archivist and records managers as learners (Darby 
et.al., 2022; Cordell, 2020)

• Evidence-based evaluaDons of exisDng data science, machine 
learning, and AI training opportuniDes and idenDficaDon of training 
gaps within and outside archives communiDes are needed to 
develop further training for archivists and records manager (Darby 
et.al., 2022; Padilla, 2019)



Research Goal

What are learning outcomes, curriculum structure, ac/vi/es, and 
assessment that can be designed for archival students and 

professionals to be able to “leverage”(and possibly “design”) AI/ML 
to support the ongoing processing, availability, and accessibility of 

trustworthy public records?



Research Goal

What are learning outcomes, curriculum structure, activities, and 
assessment that can be designed for archival students and 

professionals to be able to “leverage”(and possibly “design”) AI/ML 
to support the ongoing processing, availability, and accessibility of 

trustworthy public records?
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Literature Review for case studies
In early 2022 we conducted a literature review on 2012-2022 
publications with the following goals: 
1. Identify use cases of archivists and records professionals using 

(or testing) AI in their workflows. 
2. Identify archival and/or records management practitioners and 

scholars involved in these cases to involve them in semi-
structured interviews. 

3. Identify relevant information and didactic materials that could 
be incorporated into a curriculum on AI for the processing and 
management of records. 



Case Studies 
(2017-2021)

#1: using NLP, ENR, and 
machine learning to 

enhance descripDon of 
mulDple personal fonds 
and reveal connecDons 

between them. 
University Archives.

#3: using Computer 
vision and NLP to 

identify relationships 
between visual records 

via identification of 
subjects depicted in 

them. College Archives.

#4: using ePADD (NER, NLP 
of PII, Topic Modeling) to 
process email series in a 

personal archives to make 
it available to researchers. 

NaDonal Library.

#2: using NLP, NER, and ML 
techniques such as topic 
modeling to appraise and 
process emails and other 

born-digital records. 
University Archives and 

Special CollecDons.



Case Studies
(2017-2021)

#5: using off-the-shelf 
ML soaware to classify a 
corpus of unstructured 
data against a retenDon 
and disposal authority at 

a State archives 

#6: Prototype ML 
software to open access 

to email semi-active 
records from a software 
company through a ML-
enhanced search engine 
using an attention model 

(BERT)/deep learning.



Development of competencies
● “Digital competencies at work are a set of basic knowledge, skills, 

abiliDes, and other characterisDcs that enable people at work to 
efficiently and successfully accomplish their job tasks regarding 
digital media at work.” (Oberländer et.al., 2020)

● 10 semi-structured interviews completed between January and 
August 2023

● ParDcipants idenDfied via literature review and recruited via 
direct email

● Primary goal of interviews was to idenDfy key competencies



Learners should know about:
Archival principles/practices e.g., archival theory & functions, legal aspects, etc.

Basic algorithmic thinking e.g., computational thinking, using algorithms for problem solving 

and pattern recognition, etc.

Basic data analysis e.g., descriptive statistics, data operations, data exploration, etc.

AI/ML fundamentals & 

techniques relevant to archives 

e.g., AI/ML types of models & pipeline, most commonly applied ML 

models to archival processing: NER, NLP, Topic Modelling, etc.

Human-Computer/ Human-

Information Interaction

e.g., basic principles of user experience/user interaction with AI/ML 

apps, tools, data, and interactions with digital records, etc.

Critical data and critical AI/ML 

for archives and RM 

e.g., Indigenous data sovereignty, data governance, data biases in 

AI/ML, data provenance/paradata, social implication and ethics, etc.



Learners should acquire:
Basic programming skills e.g., Scripting, basic coding, tweaking code, using ML libraries, etc.

Data-related skills e.g., collecting/selecting data, datafying digitized records, using 

data transformation tools, etc.

AI/ML skills e.g., labelling data, training/refining models, selecting and 

evaluating ML models, etc.

Tool testing/adaptation to 

workflow skills

e.g., experimenting/tweaking will apps and tools, adapting tools 

(off-the-shelf or not) to archival workflows, etc.

Management/Collaboration 

skills

e.g., engaging, teaming-up, and collaborating effectively with SMEs, 

technical experts, and data stakeholders, project management, etc.



Learners should develop attitudes around:

Intellectual curiosity towards AI/ML for archives and RM

Self-regulated/independent learning of digital tools

Critical thinker

Team player



What is next …

● Development of open and free educational modules for 
the curriculum (i.e. module learning outcomes, learning 
activities, and assessment of learning)

● Testing and refinement of learning modules in the 
classroom



Thank you!
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